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Abstract

This work describes the adaptation of Dynamic Time Warping (DTW) algorithm in order to be used on-line for residual computation and evaluation purpose. The main motivation is to compensate modelling errors and characteristic hybrid systems behavior by using DTW. A laboratory plant has been used to test this approach.
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1 INTRODUCTION

Fault Detection and Isolation (FDI) methods based on analytical redundancy (Chow and Willsky 1984) are widely used to diagnose systems whose mathematical model is available. The task of FDI is typically accomplished in two steps, namely residual generation and residual evaluation. A residual is a signal generated from some computation based on measured variables. It is ideally zero in the fault-free case and different from zero, in the faulty case. In practice the generated residuals are not identically zero, due to various errors (measurement noises, modelling uncertainties).

Residual generation consists in designing fault indicators satisfying specifications such as sensitivity to faults and robustness to disturbance, to modelling errors and to noise. Residual generation has received considerable attention in the literature during the last decade. Commonly, residuals are analytical symptoms. In (Gertler 1988; Isermann 1993; Frank, Ding, and Köppen-Seliger 2000; Blanke, Kinnaert, Lunze, and Staroswiecki 2003) the most common techniques are introduced: diagnostic observer, parity space, parameter estimation and structural analysis.

Residual evaluation (known also as decision procedure) consists in translating the symptoms into information about the faults that may have occurred. There are several methods of residual evaluation: threshold logic (Jacques, Hamelin, and Aubrun 2003), statistical decision theory (Basseville 2003), pattern recognition, fuzzy decision making (Koscielny and Syfert 2003), neural networks (Frank 1996).

A possible structure for fault detection is presented in Figure 1. Residual $r$ is obtained as a result of comparison of the model output $y_M$ with real process measure $y$.

The aim of this work is to adapt Dynamic Time Warping (DTW) to be used on-line in order to carry out the residual computation and evaluation. Dynamic Time Warping (DTW) algorithm is normally used to compare and classify similar patterns by means of a measure of similarity. This approach is specially suitable for those errors related with time distortions. Therefore, it will be useful for distributed systems with communication delays and for hybrid systems with on/off sensors or actuators. In this case, small modelling errors can cause large residual mistakes due to abrupt changes in specific time instants.

In order to illustrate the proposed method a laboratory plant has been used to test this approach.

This paper is organized as follows: In section 2, Dynamic Time Warping (DTW) algorithm is summarized. In section 3, modification of DTW in order to be applied on-line is explained. Section 4 presents the residual evaluation approach applied. Section 5 presents the applications in a laboratory plant. Finally some conclusions and further work are given in section 6.
2 DYNAMIC TIME WARPING (DTW)

There are numerous studies applied to time series that have been carried out in order to compare and classify similar patterns by means of a measure of similarity. Most of algorithms that operate with time series of data use the Euclidean distance or some variation. However, Euclidean distance could produce an incorrect measure of similarity because it is very sensitive to small distortions in the time axis. A method that tries to solve this inconvenience is Dynamic Time Warping (DTW), this technique uses dynamic programming (Sakoe and Chiba 1978; Silverman and Morgan 1990) to align time series with a given template so that the total distance measure is minimised (Figure 2). DTW has been widely used in word recognition to compensate the temporal distortions related to different speeds of speech. Also, it is a good method to determine the similarity between two temporal sequences due to its capacity to align sequences with different length. It has been also applied not in original time series but in its qualitative representation (Colomer, Meléndez, and Gamero 2002).

Next, a brief notion of DTW is described. Given two time series $X$ and $Y$, of length $m$ and $n$ respectively

$$X = x_1, x_2, ..., x_i, ..., x_m; \ Y = y_1, y_2, ..., y_j, ..., y_n$$  \hspace{1cm} (1)

To align the two sequences, DTW will find a sequence $W$ of $k$ points on a $m$-by-$n$ matrix where every element $(i, j)$ of the matrix contains the local distance $d(x_i, y_j)$ between the points $x_i$ and $y_j$. This is illustrated in (Figure 3). The path $W$ is a contiguous set of matrix elements that minimize the distance between the two sequences.

$$W = w_1, w_2, ..., w_k \quad \max(m, n) \leq k \leq m + n \quad (2)$$

where $i_k$ and $j_k$ denote the time index of trajectories $X$ and $Y$ respectively. In order to find the best path $W$, some constraints on the matching process are considered:

- Constraints at the endpoints of the path, $w_1 = [1,1]$ and $w_k = [m,n]$.
- Continuity constraints, matching paths cannot go backwards in time, this is achieved forcing $i_{k+1} \geq i_k$ and $j_{k+1} \geq j_k$.
- Band global constraint. This constraint doesn’t allow the path to deviate $M$ points from the linear path starting at $(1,1)$. The value must be $M \geq |m - n|$.

The path is extracted by evaluating the cumulative distance $D(i, j)$ as the sum of the local distance $d(x_i, y_j)$ in the current cell and the minimum of the cumulative distances in the previous cells. This can be expressed as:

$$D(i, j) = d(x_i, y_j) + \min[D(i-1, j-1), D(i-1, j), D(i, j-1)] \quad (4)$$

Figure 2: Two signals with similar shape. a) Euclidean distance b) DTW

Figure 3: An example warping path.

3 ON-LINE DTW FOR RESIDUAL COMPUTATION

Since DTW is a good method to compensate temporal distortions due to modelling errors, this paper proposes a slight modification of the algorithm in order to adapt it for on-line application. As main particulars, the two sequences have got the same longitude and the new algorithm returns a distance value
every sample time. So, it is necessary to obtain a finite sequence from original data to calculate new distances. The algorithm begins at the instant 2 calculating the local distances for the squared matrix. Later on, the matrix grows up and only local distances for new cells in the matrix are calculated. Finally, the matrix reaches a maximum value established according process dynamics and it becomes a sliding window. At each sample time oldest cells in the matrix are deleted and local distances are calculated for empty cells corresponding to the new sample (figure 4). In this way, the algorithm is quickly since it uses previous calculated values. Nevertheless, a new path must be found for each window and the distance value is obtained calculating the total distance according to this new path. Finally, the sign of the distance value is added according to the sign of the difference between the two signals.

Important factors to be considered are the window size and the band global constraint, as the first one could produce a filtering effect and the second one will prevent large deviations from the linear path. As restrictions, the new approach continues using dynamic programming and it could be computationally expensive depending of some considerations, as number of variables, sample time or computer effort.

\begin{align*}
    s_i &= +1 & r_i > \varepsilon \\
    s_i &= 0 & -\varepsilon \leq r_i \leq \varepsilon \\
    s_i &= -1 & r_i < -\varepsilon
\end{align*}

Figure 4: Residual obtention process.

**4 RESIDUAL EVALUATION APPROACH**

As was introduced above, there are several methods for residual evaluation. In this work, a method based on thresholds and fault signatures, is used.

A residual will be coherent with the model of the system if it is zero or less than chosen thresholds. The coherence of each residual is tested using a direct comparison between its value and thresholds \([\varepsilon, -\varepsilon]\). This test applied to the set of residuals \(r_i\) leads to a vector \(S = [s_1, s_2, s_3, \ldots, s_n]\). Each component \(s_i\) of \(S\) is obtained using the following rule:

\begin{align*}
    s_i &= +1 & r_i > \varepsilon \\
    s_i &= 0 & -\varepsilon \leq r_i \leq \varepsilon \\
    s_i &= -1 & r_i < -\varepsilon
\end{align*}

The aim of the isolation step is to provide a list of elements which are failing. The decision procedure works as follows: first compute the residual and check whether it is not different from zero. Residual being stochastic then thresholds have to be determined inside which the residual occurs. The residual will be compared with these thresholds equal to \([\bar{x} - 3\sigma; \bar{x} + 3\sigma]\), where \(\bar{x}\) is the mean and \(\sigma\) is the standard deviation observed as a correct system (Alaoui, Bouamama, and Taillibert 2003; Colomer, Meléndez, and Ayza 2000; Kane 1989).

The recognition procedure compares the vector \(S\) with all the signatures and determines the corresponding fault. For example, let’s suppose we can isolate three different faults \(f_1, f_2, f_3\) from a process and their corresponding vectors \((S)\) are depicted in table 1. If we obtain a vector \(S_\ast = [0, +1, -1]\), according to table 1 it will be successful concluded that the system is under fault \(f_1\).

\begin{table}[h]
\begin{tabular}{|c|c|c|}
\hline
   & \(S_1\) & \(S_2\) & \(S_3\) \\
\hline
\(f_1\) & 0 & +1 & -1 \\
\(f_2\) & +1 & 0 & 0 \\
\(f_3\) & 0 & -1 & 0 \\
\hline
\end{tabular}
\caption{Structured residual example}
\end{table}

**5 APPLICATION EXAMPLE**

To illustrate the proposed method, consider the laboratory plant depicted in Figure 5. Three tanks are connected by pipes which can be controlled by several valves.

**5.1 Description of the system**

The main aim of the two tanks (TANK 2 and TANK 3) is to provide a continuous water flowing \(Q_N\) to a consumer. The water level in TANK 2 has, therefore, to be maintained in a constant level. TANK 3 is filled by PUMP 2 up to a nominal water level. Water flowing between the tanks can be controlled by on/off valves V9 and V10. Valves V9 and V10 are used to control the water level in TANK 2. Valve VR2, which can be used to simulate a leakage in TANK 3, is normally closed. Valve VR1, which can be used to simulate
an obstruction between TANK 2 and the consumer, is normally opened.

Measurements available from the process are the continuous water levels (level in TANK 2 "h2" measured by SENSOR 2 and level in TANK 3 "h3" measured by SENSOR 3) and the control signal of PUMP 2 "CS". Level in TANK 3 is controlled by means of a PID regulator by pumping water from reservoir (TANK 1).

The laboratory plant has been modelled with Bond Graph

\[
\begin{align*}
\dot{V} &= A \cdot \dot{h} = \sum Q_{in} - \sum Q_{out} \quad (7)
\end{align*}
\]

where \( h \) is the level in the tank and \( \sum Q_{in} \) is the sum over all water inflows into the tank and \( \sum Q_{out} \) the sum over all water outflows from the tank. \( A \) is the cross-section area of the tank and \( h \) the water level in the tank. The non-linear differential equations for the tanks are

\[
\begin{align*}
\dot{h}_3 &= \frac{1}{A} (Q_P - Q_L - Q_{32}) \quad (8) \\
\dot{h}_2 &= \frac{1}{A} (Q_{32} - Q_N) \quad (9)
\end{align*}
\]

where the flow \( Q_{32} \) depends on the levels \( h_2 \) and \( h_3 \) as well as on the position of the valves. Valves V9 and V10 are located 13 cm and 7.5 cm, respectively, from the bottom of tanks. Depending on the water levels exist several different operation modes for the system:

- \( h_3 < 7.5 \text{ cm} \)
- \( 7.5 < h_3 < 13 \text{ cm}; h_2 < 7.5 \)
  \[
  Q_{32} = a_Z \cdot S \cdot \text{sgn}(h_3 - 7.5) \cdot \sqrt{2 \cdot g \cdot |h_3 - 7.5|} \quad (10)
  \]
- \( 7.5 < h_3 < 13 \text{ cm}; 7.5 < h_2 < 13 \)
  \[
  Q_{32} = a_Z \cdot S \cdot \text{sgn}(h_3 - h_2) \cdot \sqrt{2 \cdot g \cdot |h_3 - h_2|} \quad (11)
  \]
- \( h_3 > 13 \text{ cm}; h_2 < 7.5 \)
  \[
  Q_{32} = a_Z \cdot S \cdot \text{sgn}(h_3 - 13) \cdot \sqrt{2g \cdot |h_3 - 13|} \cdot \text{Pos}(V_{10}) + a_Z \cdot S \cdot \text{sgn}(h_3 - 7.5) \cdot \sqrt{2g \cdot |h_3 - 7.5|} \cdot \text{Pos}(V_9) \quad (12)
  \]
- \( h_3 > 13 \text{ cm}; 7.5 < h_2 < 13 \)
  \[
  Q_{32} = a_Z \cdot S \cdot \text{sgn}(h_3 - h_2) \cdot \sqrt{2g \cdot |h_3 - h_2|} \cdot \text{Pos}(V_9) \quad (13)
  \]
- \( h_3 > 13 \text{ cm}; h_2 > 13 \)
  \[
  Q_{32} = a_Z \cdot S \cdot \text{sgn}(h_3 - h_2) \cdot \sqrt{2g \cdot |h_3 - h_2|} \cdot \text{Pos}(V_9) + a_Z \cdot S \cdot \text{sgn}(h_3 - 13) \cdot \sqrt{2g \cdot |h_3 - 13|} \cdot \text{Pos}(V_{10}) \quad (14)
  \]

Further on, the following equations are valid in all above cases:

- \( Q_N \) is the output flow of the TANK 2
  \[
  Q_N = \begin{cases} 
  a_Z \cdot S \cdot \sqrt{2 \cdot g \cdot h_2} & \text{if } h_2 > 0 \\
  0 & \text{else}
  \end{cases} \quad (16)
  \]

- \( Q_P \) is the input flow into TANK 3
  \[
  Q_P = \begin{cases} 
  u(t) \cdot Q_P & \text{if } h_3 \leq h_{max} \\
  0 & \text{else}
  \end{cases} \quad (17)
  \]

- \( Q_L \), appears when a leakage in TANK 3 occurs
  \[
  Q_L = \begin{cases} 
  a_Z \cdot S \cdot \sqrt{2 \cdot g \cdot h_3} & \text{if } h_3 > 0 \ \text{and Tank 3 has a leakage} \\
  0 & \text{else}
  \end{cases} \quad (18)
  \]

The laboratory plant has been modelled with Bond Graph and simulated with Matlab-Simulink in order to obtain the residuals.

5.2 Dynamical model of the tanks system

From the theoretical point of view, the tanks system represent a typical hybrid system. Depending on the water levels and the valves position (Pos(.) can be closed "0" or opened "1"), different nonlinear state space models are valid. In general, the water flowing \( Q_{ij} \) from Tank \( i \) into Tank \( j \) can be calculated using Torricelli’s law

\[
Q_{ij} = a_Z \cdot S \cdot \text{sgn}(h_i - h_j) \cdot \sqrt{2 \cdot g \cdot |h_i - h_j|} \quad (6)
\]

where \( a_Z \) is a flowing correction term, \( S \) the cross-section area of the connecting valve, \( g \) the gravity constant and \( h_i, h_j \) the water levels above the connecting pipe. The change of water volume \( V \) in a tank can be calculated as

\[
\dot{V} = A \cdot \dot{h} = \sum Q_{in} - \sum Q_{out} \quad (7)
\]

5.3 Faults

Table 2 describes six different faults scenarios that are considered. Situations when more than one of these faults happen simultaneously are not considered.
<table>
<thead>
<tr>
<th>Fault</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_0$</td>
<td>There is no fault in the system.</td>
</tr>
<tr>
<td>$F_1$</td>
<td>Leakage in tank 3, by opening VR2.</td>
</tr>
<tr>
<td>$F_2$</td>
<td>Valve V10 closed.</td>
</tr>
<tr>
<td>$F_3$</td>
<td>Valve V10 opened.</td>
</tr>
<tr>
<td>$F_4$</td>
<td>Pump 2 blockages 20% of its capacity.</td>
</tr>
<tr>
<td>$F_5$</td>
<td>Pump 2 blockage 80% of its capacity.</td>
</tr>
<tr>
<td>$F_6$</td>
<td>Obstruction in TANK 2 output, by closing VR1.</td>
</tr>
</tbody>
</table>

Table 2: Faults and their corresponding description

### 5.4 Computed Residuals

Basing on simulated models outputs the residuals are calculated as a difference (by using on-line DTW) between process variable and corresponding simulated variables. The following residuals are computed:

$$r_1 = DTW(h_3, \hat{h}_3)$$  \hspace{1cm} (19)

$$r_2 = DTW(h_2, \hat{h}_2)$$  \hspace{1cm} (20)

$$r_3 = DTW(CS, \hat{CV})$$  \hspace{1cm} (21)

Where $\hat{h}_3$, $\hat{h}_2$ and $\hat{CV}$ are simulated outputs of the model.

As the model is not good enough and taking into account that this process can be considered as a hybrid systems with on/off sensors (valves) the obtained residuals by simply subtracting the simulated values from the measured one are not useful for fault detection. On the other hand, residuals obtained by using the proposed adaptation of DTW allow the definition of suitable thresholds for fault detection.

### 5.5 Illustrative examples

Three scenarios are going to be analyzed. First, under normal situation is used for thresholds definition. Next ones show the advantages and disadvantages of the proposed method.

Figures 6, 7 and 8 show system measures and simulated variables under normal situation. These values are useful for thresholds definition. Dashed lines show simulation of the system; it can be seen the misalignment between both signals.

The diagnosis is made from residual values based on programmed thresholds. First a set of residuals is obtained and a recognition procedure determines the corresponding fault according to table 3. As it can be seen in this table all the faults are perfectly isolable with the selected thresholds. Only the blockage of V10 in opened position ($F_3$) is difficult to detect by both methods.

Figures 11 and 14 show the level in tank 3 and control signal respectively. This fault consist in a blockage of PUMP 2 in 20% of its capacity. Figures 12, 13, 15 and 16 show the residuals obtained by modified DTW and

![Figure 6: Real and simulated level in TANK 3, system in normal operation.](image1)

![Figure 7: Real and simulated level in TANK 2, system in normal operation.](image2)

![Figure 8: Real and simulated control signal of PUMP 2, system in normal operation.](image3)
Figure 9: Residual $r_2$ using euclidian distance, system in normal operation.

Figure 10: Residual $r_2$ using DTW, system in normal operation (Threshold value: ±0.01).

Figure 11: Real and simulated level in TANK 3. Fault 4.

Figure 12: Residual $r_1$ using DTW. Fault 4.

Figure 13: Residual $r_1$ using euclidian distance. Fault 4.

Figure 14: Real and simulated control signal of PUMP 2. Fault 4.
difference values. The residual $r_1$ (Fig. 12) evidences a higher robustness for DTW than residual calculated by means the difference (Fig. 13). In fact, the results obtained evidenced less false alarms using DTW. In the other hand, the residual $r_3$ (Fig. 16) manifests an instable state when the fault occurs. See that the residual goes above and under the threshold several times during fault duration. This behavior could be interpreted as a false alarm. As can be observed, the main problem is originated by the misalignment between both signals, this causes that the difference has oscillatory values.

Figures 17, 18 and 19 show level 2 in TANK 2 and its residuals as representative signal of fault 3. This fault could not be detected by any residual. However, figure 17 shows a visible abnormal behavior during the fault duration; note that a frequency variation is notably evidenced. In this way, further work should consider some variation of DTW as has been proposed in (Keogh and Pazzani 2001), where a modification of DTW that does not consider the $Y$-values of data
points, but rather considers the higher level feature of "shape", was proposed. Information about shape consists in the first derivative of the sequences; this algorithm was called Derivative Dynamic Time Warping DDTW.

<table>
<thead>
<tr>
<th></th>
<th>$S_1$</th>
<th>$S_2$</th>
<th>$S_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_0$</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$F_1$</td>
<td>-1</td>
<td>0</td>
<td>+1</td>
</tr>
<tr>
<td>$F_2$</td>
<td>+1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>$F_3$</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$F_4$</td>
<td>-1</td>
<td>0</td>
<td>-1</td>
</tr>
<tr>
<td>$F_5$</td>
<td>+1</td>
<td>0</td>
<td>+1</td>
</tr>
<tr>
<td>$F_6$</td>
<td>+1</td>
<td>+1</td>
<td>-1</td>
</tr>
</tbody>
</table>

Table 3: Residual structure

6 CONCLUSIONS AND FURTHER WORK

In this paper, a first approach based on classic DTW was developed to be used online in order to obtain residuals from a laboratory plants. This approach is specially suitable for those errors related with time distortions. Therefore, it will be useful for distributed systems with communication delays and for hybrid systems with on/off sensors or actuators causing misalignments between real and simulated signals.

The results show a higher robustness than residuals obtained by the difference between real and simulated signals. Nevertheless a fault can not be detected and some restrictions should be considered as computation time involving number of variables, sample time or computer effort.

The study of the magnitude of the band global constraint could be an important improvement, since although a restrictive value does not allow an excessive distortion in the time axis this may be an indication of the dissimilarity between the two signals. In this sense, not only the distance values could be a good indicator of similarity but also the amount of warping.

In this work residual generation was interpreted as a directed signal comparison. A most robust method for residual generation; ( ie. structural analysis method) can be used. Then, future work will be focused in the integration of DTW or a variation of it, into the implementation of analytical redundancy relations (ARR)(Blanke, Kinnaert, Lunze, and Staroswiecki 2003).
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